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Abstract

Production rates obtained from a detailed chemical mechanism are analyzed in order to quantify the coupling
between the various species and reactions involved. These interactions can be represented by a directed relation
graph. A geometric error propagation strategy applied to this graph accurately identifies the dependencies of speci-
fied targets and creates a set of increasingly simplified kinetic schemes containing only the chemical paths deemed
the most important for the targets. An integrity check is performed concurrently with the reduction process to avoid
truncated chemical paths and mass accumulation in intermediate species. The quality of a given skeletal model is
assessed through the magnitude of the errors introduced in the target predictions. The applied error evaluation is
variable-dependent and unambiguous for unsteady problems. The technique yields overall monotonically increas-
ing errors, and the smallest skeletal mechanism that satisfies a user-defined error tolerance over a selected domain
of applicability is readily obtained. An additional module based on life-time analysis identifies a set of species that
can be modeled accurately by quasi-steady state relations. An application of the reduction procedure is presented
for autoignition using a large iso-octane mechanism. The whole process is automatic, is fast, has moderate CPU
and memory requirements, and compares favorably to other existing techniques.
 2007 The Combustion Institute. Published by Elsevier Inc. All rights reserved.
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1. Introduction

Cost and efficiency drive the design of combus-
tion devices to rely more and more on numerical
simulations. As the methods for computational fluid
dynamics (CFD) progress, complex problems such
as the simulation of chemically reactive flows in en-
gines become tractable. Of interest, for instance, is
the capability to accurately predict pollutant emis-
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sions from engines, for which the understanding and
the accurate modeling of chemistry are tremendously
important. Combustion of fossil fuels involves com-
plex highly nonlinear processes involving hundreds
of different chemical compounds. Detailed chemical
models for real hydrocarbon fuels are therefore very
difficult to derive and the fuel representation needs to
be simplified drastically to be included in numerical
simulations of combustion devices.

A first stage of simplification consists of approx-
imating the fuel by a well-defined mixture of a few
components that will match some physical or chem-
ical properties of the real fuel such as hydrogen-
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to-carbon ratio, density, or boiling characteristics.
Using surrogate fuels in lieu of real fuels presents
numerous advantages, among which are the repro-
ducibility of experiments and the possibility of for-
mulating chemical models suitable for CFD. Recent
progress in formulating appropriate surrogate com-
positions has been made for gasoline [1], diesel [2],
and jet fuels [3,4]. Examples of surrogates include
n-butylbenzene, n-butylcyclohexane, and n-decane
for jet fuels, or mixtures of n-heptane, iso-octane, and
toluene for gasoline.

The chemistry of each component in a given sur-
rogate can be modeled by detailed chemical kinetic
reaction mechanisms involving hundreds of species
and thousands of reactions. Although the available
computational power is growing fast, simplification
of these detailed mechanisms is essential for their use
in CFD codes. Powerful short mechanisms [5,6] have
been derived manually, often by combining chemical
intuition with tools such as sensitivity and flux analy-
sis. However, the growing size of the mechanisms
does not allow for such approaches anymore. Thus,
developing reliable automatic reduction methods that
require minimum user input is a necessity, and major
advancements have been made on this topic recently.

Overviews of existing reduction methods can be
found in a number of references [7–9]. Basically,
reduction can be performed at two different levels.
The first stage aims at removing explicitly species
[7,10–14] and reactions [15–17] that have a neg-
ligible contribution to the phenomena of interest.
Then the resulting skeletal mechanism is suitable
for other techniques introducing model assumptions
to further accelerate the computation. These tech-
niques are usually based on time-scale analysis, such
as quasi-steady-state assumptions (QSSA) [18], In-
trinsic low-dimensional manifolds (ILDM) [19], or
computational singular perturbation (CSP) [20]. The
following work concentrates mostly on designing a
reliable tool for the systematic reduction of mecha-
nisms to a skeletal level.

1.1. Prereduction considerations

Several steps are involved in the development of
a skeletal mechanism. The first is the development
of a detailed chemical kinetic reaction mechanism,
which can in principle be considered as independent
of the reduction procedure. However, the validation
of the detailed mechanism has a very strong connec-
tion to the subsequent reduction procedure. First of
all, the validation sets a range of validity and ap-
plicability for the detailed mechanism. Any reduced
mechanism will also be applicable in the same range
of parameters and configurations. Second, the valida-
tion procedure of the detailed mechanism will reveal a

certain error when compared with experiments. This
error might influence the choice of the accuracy re-
quirements in the reduction procedure. For example,
if the detailed mechanism reproduces the experimen-
tal data with very good accuracy, the reduced scheme
should retain this desirable property, and the error tol-
erances in those regions could be more stringent than
in regions in which experimental data are not well
reproduced by the detailed model. The goal of the
reduction is to develop a reduced scheme that repre-
sents, up to a specified error, certain features of the
detailed mechanism in its range of applicability.

1.2. DRG and CSP methods

The next step in the reduction procedure is there-
fore the choice of a set of targets. The targets are some
desirable chemical features that the reduced mecha-
nism is expected to reproduce over a predefined range
of physical conditions. The targets can be as diverse
as ignition properties, burning velocities, and levels
of soot precursors. Thus, a reference database can
be obtained by computing the solutions for a num-
ber of sample cases pertaining to the applicability
domain using the detailed mechanism. This database
is analyzed to quantify couplings between species.
Two existing methods are emphasized next, which are
similar in structure but differ in the type of analysis
that is done using the detailed or reference solution:
the directed relation graph (DRG) method [10,21],
which is based on production rate analysis, and a
method that relies on time scale analysis using the
CSP theory [7,22–24]. The latter uses a decompo-
sition of the solution into fast and slow subspaces.
The solution vector is assumed to evolve along the
slow subspace or manifold according to the slow time
scales and to be constrained on this surface by the
faster processes. In both DRG and CSP methods, the
results of the analysis can be represented by a directed
relation graph whose nodes are the species. In the
DRG method, the strength of the directed edge link-
ing a species A to another species B is proportional
to the contribution of B in the production rate of A.
In the CSP method on the other hand, the strength of
this edge depends on the contribution to the slow and
the fast subspaces of the elementary reactions involv-
ing both A and B , so that the rapid evolution toward
the slow manifold and the slow evolution on this man-
ifold are represented correctly.

For a given value of a user-defined parameter rep-
resenting the desired degree of reduction, the graph is
simplified to include only those edges whose strength
is larger than this parameter, and all species reach-
able from the targets through this graph are included
in the resulting skeletal mechanism. Variations of this
selection process have been designed and tested for



P. Pepiot-Desjardins, H. Pitsch / Combustion and Flame 154 (2008) 67–81 69

the CSP method by Valorani et al. [24]. The proce-
dure is applied for each sample point and the resulting
sets are concatenated into one single global set. Both
methods require only a single evaluation of the solu-
tion using the detailed mechanism, and once the initial
graph has been constructed, the selection process is
fast for both approaches.

However, in both the selection procedures of DRG
and those of CSP, it is assumed that every species
selected to be kept in the mechanism is equally im-
portant and that the set of strongly coupled species
to which it belongs has to be kept entirely, which
may not be necessary. To apply a finer selection,
the directed relation graph with error propagation
(DRGEP) method is presented here, which postulates
that the influence of an error introduced by the change
of the concentration of a species, or by discarding the
species entirely, is damped as it propagates along the
graph to reach the targets. As pointed out by Lu and
Law [25], the geometric damping proposed in [26]
using the DRG coupling coefficients failed to iden-
tify long chemical paths involving fast processes and
quasi-steady state intermediate species. A new def-
inition of the coupling coefficient is described here
that addresses this issue. Also, the selection proce-
dure is designed to avoid any truncated chemical path
in the skeletal mechanism that would introduce mass
accumulation in intermediate species, thus creating
large discrepancies in the concentration of products.
Similar procedures are employed to reduce both the
number of species and the number of reactions. An
additional module allows the selection of suitable
quasi-steady state species, and an unambiguous error
measure is defined for unsteady simulations.

2. DRGEP methodology

The goal of the reduction procedure is to identify,
for any number of species in the skeletal mechanism,
Nskel, a group of species of size Nrm = Ndet − Nskel
that can be removed with minimal impact on the
targets. This is done here by defining appropriate im-
portance coefficients for each species based on the
production and consumption rates, which are evalu-
ated using results obtained from the detailed mech-
anism. The species with the Nrm lowest importance
coefficients are then removed from the mechanism
and a skeletal mechanism of size Nskel is created by
removing from the detailed mechanism any reaction
in which a removed species appears as reactant or
as product. In the remaining part of this section, the
definition of the importance coefficients will be de-
scribed.

2.1. Direct interaction coefficients

Direct interaction coefficients are defined as the
measure of the coupling between two species that are
directly related through an elementary reaction, that
is, two species that appear concurrently in the same
reaction. In the DRG method, the coupling coefficient
between two directly related species A and B is esti-
mated as:

(1)rDRG
AB ≡

∑
i=1,nR

|νi,Aωiδ
i
B |

∑
i=1,nR

|νi,Aωi |
,

where

ωi = ωf,i − ωb,i

(2)= kf,i

nE,i∏

j=1

[Sj ]ν
′
i,j − kb,i

nP,i∏

j=1

[Sj ]ν
′′
i,j .

Here, nR is the total number of reversible reactions
in the mechanism, and ωf,i , ωb,i , and ωi are the
forward, backward, and net reaction rates of the ith
reaction, respectively. ν′

i,j and ν′′
i,j are the stoichio-

metric coefficients of species j in reaction i on the
reactants and products sides, respectively, and νi,j =
ν′′
i,j − ν′

i,j is the net stoichiometric coefficient of
species j in reaction i. nE,i and nP,i are the numbers
of educts and products in reaction i, respectively. kf,i
and kb,i are the rate coefficients of the forward and
backward parts of the ith reaction. kb,i is either com-
puted from the equilibrium constant, which is given
by thermodynamic properties, or expressed explicitly
in Arrhenius form in the mechanism. δi

B is defined as

(3)δi
B =

{
1, if the ith reaction involves species B,

0, otherwise.

If A and B are directly related, then both rAB and
rBA exist, are nonzero, and generally are not equal.
Whenever a graph is displayed in the following, rAB ,
representing the influence of species B on species A,
will be represented schematically as a directed ar-
row from A to B . The definition given in Eq. (1)
is an estimate of the error made in the prediction of
species A if species B is neglected. Production and
consumption reactions are considered equally. How-
ever, removing a species that contributes exclusively
to the consumption of the target A will not have the
same effect as removing a species that contributes the
same amount to the production and to the consump-
tion of A. For the same value of the coefficient rDRG

AB ,
the first species will introduce a larger error in the net
production rate of A than the latter, which might in-
troduce virtually no error. The reason is that in the
latter case, a part of the error from removing the pro-
duction term is compensated for by also removing the
associated consumption term. This example stresses
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the fact that a more accurate quantity to consider is
the net contribution of species B to species A, rather
than production and consumption individually.

Other alternative definitions of the direct interac-
tion coefficient were discussed by Lu and Law [25].
These definitions include normalizing the coefficient
by the net production rate of species A, which be-
comes singular when A approaches steady state, or
considering backward and forward reactions as dis-
tinct, which fails when the rate-controlling reaction
is dominated by a fast pseudo-equilibrium (PE) reac-
tion.

Here, a new definition of the direct interaction
coefficient is introduced, which is motivated by the
shortcomings of earlier formulations, namely,

(4)rAB ≡
|∑i=1,nR

νi,Aωiδ
i
B |

max(PA,CA)
,

where

(5)PA =
∑

i=1,nR

max(0,νi,Aωi ),

(6)CA =
∑

i=1,nR

max(0,−νi,Aωi ).

This coefficient is well defined and bounded between
0 and 1, which can be easily demonstrated:
∣∣∣∣

∑

i=1,nR

νi,Aωiδ
i
B

∣∣∣∣ =
∣∣∣∣

∑

i=1,nR

max
(
0,νi,Aωiδ

i
B

)

−
∑

i=1,nR

max
(
0,−νi,Aωiδ

i
B

)∣∣∣∣

(7)= |PAB − CAB |.
The terms on the right-hand side correspond to the
production and consumption of species A from reac-
tions including species B . Then, as 0 ! PAB ! PA

and 0 ! CAB ! CA, it follows that −CA ! PAB −
CAB ! PA, which is equivalent to |PAB − CAB | !
max(PA,CA). This inequality simply means that the
net contribution of a species B to a target species A

cannot exceed the total production or consumption,
whichever is larger, of species A.

As an example, let us consider the following ex-
treme case. Suppose that species B is present in all
consumption reactions for target A, but in none of
its production reactions. If B is removed, A is pro-
duced, but not consumed anymore. The evolution
of A will be significantly impacted only if the to-
tal consumption of A is at least comparable to its
production. If CA " PA, rAB = 1. If CA < PA,
rAB reduces to CA/PA, which directly compares
production and consumption of A. If consumption
is negligible compared with production, then B can
be safely neglected. Fig. 1 compares the coefficients
computed with Eq. (1), rDRG, and with Eq. (4), r .

Fig. 1. Comparison of the direct interaction coefficients com-
puted using Eq. (4) (rAB , solid line) and using Eq. (1),
(rDRG

AB , dashed line) in the case of a species A being con-
sumed exclusively through reactions containing species B .
B is not involved in any production reaction for A. Also
shown is the normalized source term of the evolution equa-
tion for species A, including (dotted, solid line) and neglect-
ing (dotted, dashed line) species B .

For this case, both coefficients are similar when
the production of A is dominant compared to its
consumption. However, they start to differ when CA

is comparable to PA, as rAB increases faster than
rDRG
AB to reach 1 instead of 1/2 when PA = CA. Also

shown in Fig. 1 is the comparison between the ini-
tial source term normalized by the production rate
of A and the modified source term if B is removed.
When PA = CA, the source term exhibits an error of
100% if B is removed, as indicated by rAB = 1. In
this case, the conventional DRG coefficient underesti-
mates the contribution of B . rAB quantifies how much
removing B disturbs the established balance between
production and consumption in the source term of A.

An interesting feature of this definition is that for
a given species A, rAA is not automatically unity.
Keeping in mind that the coefficients are computed
based on instantaneous reaction rate data, if A is in
quasi-steady state, then the net production, i.e., the
source term of the equation for the evolution of A

is small. Setting it to 0 at that time would not intro-
duce a significant error into the evolution of A. The
coefficient rAA is indeed small and goes to 0 as A ap-
proaches a quasi-steady state. On the other hand, if
the consumption rate of A is small compared to its
production rate, rAA will approach unity.

2.2. Group-based direct interaction coefficients

Equation (4) provides an estimate of the impact
that removing one species has on the calculated con-
centration of the remaining species. However, the goal
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of the reduction procedure is to remove the largest
possible set of species from the mechanism while
keeping errors below a given tolerance. Considering
one species independent of the group of removed
species in which it will eventually belong might lead
to a very inaccurate estimate of the importance of
each species. The following example illustrates such
a case.

A reactant A is consumed through four parallel
reactions to form the four products Si=1...4. All the
reactions have the same rate coefficient k:

(Ri=1...4) A
k−→ Si .

If species S1, for instance, is removed from this mech-
anism, that is, reaction R1 is removed, the relative
error introduced in the consumption rate of A will be

(8)εCA
= 4k[A] − 3k[A]

4k[A] = 1
4
.

This is in perfect agreement with the direct interac-
tion coefficient between A and species S1 given by
Eq. (4):

(9)rAS1 = ω1∑4
j=1 ωj

= 1
4
.

Suppose that an additional species S2 is removed.
The error in the rate of consumption of A is now
εCA

= 1/2. This is not well represented by the di-
rect interaction coefficient rAS2 = 1/4, because the
definition from Eq. (4) does not take into account the
contribution from the species S1, previously removed.
This observation leads to the extension of Eq. (4)
given a set of removed species,

(10)rAB,{S} ≡
|∑i=1,nR

νi,Aωiδ
i
B,{S}|

max(PA,CA)
,

where {S} is the set of species already removed.
δi
B,{S} is unity if the ith reaction involves B or any

species in subset {S}, and 0 otherwise. Using this ex-
tended definition, the contribution for S2 is now

(11)rS2 = ω1 + ω2∑4
j=1 ωj

= 1
2
,

which is a better estimate of the effect of removing
the group of species {S1 + S2} from the mechanism.

2.3. Error propagation

For each species A present in a kinetic mech-
anism, a set of primary dependent species can be
defined, consisting of the species that appear explic-
itly in elementary reactions involving A. The strength
of the interaction between A and each species of this

Fig. 2. Part of a directed relation graph involving four
species. Although the link between species B and C is not
the weakest in the graph, removing C should introduce the
smallest error in the prediction of the target A.

primary dependent set is defined by the interaction co-
efficient rAB defined in Eq. (4). If a species B is not
in the primary dependent set of A, then rAB = 0.

Before discussing the error propagation method
that has been developed in this work, it is interest-
ing to look in more detail at the selection procedure
used in the DRG methodology proposed by Lu and
Law [10,21]. In the DRG method, a directed rela-
tion graph between species can be constructed, the
strength of each edge from one species A to another
species B being equal to the coefficient rAB . Given a
parameter ε representing the desired degree of reduc-
tion of the skeletal mechanism, any species reachable
from a given set of targets through edges with strength
greater than ε is included in the skeletal set of species.
A more convenient way to formulate this DRG selec-
tion procedure is to assign directly to each species the
value of ε above which the species is excluded au-
tomatically from the skeletal set. This value will be
called RDRG

AB . To do that, a path-dependent coefficient
on a certain path p that links two species A and B ,
which are not necessarily directly related, can be de-
fined as

(12)rDRG
AB,p =

n−1
min
i=1

rSiSi+1 ,

with S1 = A, Sn = B . For each path that leads from
A to B , the weakest link is identified, so that above
this threshold, the connection is severed and species
B cannot be selected through this path. The definition
of RDRG

AB follows quite straightforwardly:

(13)RDRG
AB ≡ max

all paths p
rDRG
AB,p.

Equations (12) and (13) highlight the fact that in the
DRG species selection process, a path between A and
B is fully characterized by its weakest contribution,
regardless of its length. Intuitively however, the far-
ther away from the target a species is, the smaller the
effect of changing or removing this species should be.
A simple example is depicted in Fig. 2.

Suppose species A is the target, and B and D are
directly linked to A with coefficients 5% and 4%,
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respectively. Another species C is directly linked to
B with coefficient 5%. The weakest link being rAD ,
species D would be the first species removed from
the skeletal set in the DRG methodology, which intro-
duces an estimated 4% error in the production rate of
the target A. Still, removing species C would cause
approximately a 5% error in species B that has to
propagate through the graph to reach A. Doing so, this
error is damped due to the weak contribution of B to
the source term of target A. First removing C instead
of D presumably introduces a smaller error in A, as C

is not directly linked to the target. To take into account
this error propagation process, a geometric damping
has been introduced in the selection procedure. Equa-
tion (12) becomes

(14)rAB,p =
n−1∏

i=1

rSiSi+1 ,

while Eq. (13) is left unchanged:

(15)RAB ≡ max
all paths p

rAB,p.

If some error is introduced in the prediction of a
species B , the longer the way this error has to prop-
agate to reach the target A, the smaller its effect will
be, typically. This technique is target-oriented and is
expected to provide a finer selection of the chem-
ical paths necessary for the accurate prediction of
the set of targets by keeping species associated with
large R coefficients and discarding species with small
R coefficients. The validity of this error propagation
assumption will be demonstrated in a subsequent sec-
tion.

3. Reduction algorithm

As mentioned above, a skeletal mechanism is gen-
erated for a given set of targets over a given domain
of applicability. Once those inputs are well-defined,
the mechanism goes through several distinct reduc-
tion phases. The first phase is the selection of a subset
of important species using the importance coefficient
R presented above. This step is the most important
one, as it reduces the number of differential equations
that have to be solved. The second phase accelerates
the computation of the remaining source terms by re-
moving from the skeletal mechanism the reactions
that have an overall negligible effect. An extra stage
has been added here to reduce further the number
of differential equations by replacing some of them
by algebraic relations through quasi-steady state as-
sumptions (QSSA). Suitable candidates for QSSA are
identified using a lifetime analysis. It should be noted
that this last stage of reduction is largely facilitated by

the previous stage of removing individual reactions.
QSSA leads to analytic expressions for all steady-
state species. These expressions are often coupled and
sometimes nonlinear. This implies the use of a solver
for nonlinear systems, which can compromise the ex-
pected increase in computational efficiency.

3.1. Selection of species

3.1.1. Sampling process
The sampling of states in the parameter space, for

which to perform the reduction process and for which
to test the validity of the reduction, has to be cho-
sen so that the union of samples adequately represents
the parameter range of expected validity. The valid-
ity range of the reduced mechanism is either equal to
or a subset of that of the detailed mechanism, but it
cannot be larger. It is not clear exactly how to de-
fine the range of validity of a mechanism, but one
possible standpoint could be to define it just as the
set of conditions for which the mechanism has been
validated with experimental data. Then also, the re-
duced mechanism is valid only at the same distinct
locations in parameter space, which can easily be
sampled. However, the sample size used here for the
reduction process should be expanded. We will as-
sume that the detailed chemical mechanism is valid
in the vicinity of the data points included in the val-
idation data set, such that it defines a domain. In
a similar way, the reduced mechanism will be as-
sumed also to be valid in that domain. A sample of
states is chosen in the parameter space such that it
can be reasonably assumed that the accuracy of the
reduced mechanism between the sample points is rep-
resented by the accuracy of the scheme at the sample
points. Strictly, this validity should be ensured by the
method. Oluwole et al. [27,28], for instance, have de-
veloped a reduction technique based on constrained
optimization that guarantees the range of validity of
the reduced scheme. However, this approach is not ap-
plicable directly to the DRGEP method. Techniques
that guarantee the validity of the reduced mechanism
should be developed in the future.

As a further condition, all sample points should
be easily computable. This implies that these are
restricted to unsteady homogeneous reactor type con-
figurations, such as those representing shock tube and
flow reactor experiments, or one-dimensional config-
urations, such as laminar premixed or counterflow
nonpremixed flames. This condition could be relaxed,
but it would render the reduction procedure more
costly. The computed states at the sample points are
then characterized by the chosen set of values for the
pertinent parameters and additionally are functions of
time or space. The equations given below are written
with time as the independent variable, but the time can



P. Pepiot-Desjardins, H. Pitsch / Combustion and Flame 154 (2008) 67–81 73

simply be replaced by a spatial coordinate for one-
dimensional steady configurations.

The numerical solutions for all sample points are
computed and the solutions are stored for further
analysis. For this, it is important that a sufficient
numerical accuracy is ensured, especially for pre-
mixed flames and unsteady ignition configurations.
The DRGEP analysis can then be performed using
the chemical production rate for each discrete point
in time or space for a given sample point. However,
since numerical accuracy is typically defined for a so-
lution, even if a solution is smooth, the production
rates for this solution might still exhibit numerical
noise, such as oscillations, especially if nondissipa-
tive numerical schemes are used. Because of this, and
to improve the computational time for the reduction
algorithm, the production rate used in the reduction
procedure are smoothed using a filter kernel that is
substantially larger than the grid or time spacing, but
much smaller than the total integration time or space.
Here we typically use approximately 20 grid points
or time intervals of the solution and perform a top-hat
filtering. More elaborate filter kernels could be em-
ployed, but it is important to keep in mind that the
filter width is defined not by a given length in time
or space, but by the number of intervals, since most
numerical chemistry solvers use adaptive methods in
space and time. In the examples considered below, the
filtering has consistently provided results similar to
those of computing the coefficients at each point, but
it decreases the computational time significantly.

3.1.2. Scaling
The DRGEP coefficients RAB are relative quan-

tities by construction. As a result, they do not differ-
entiate between a solution point where the target has
been consumed entirely and a solution point where
target production or consumption is at its maximum.
In the former case, the coefficients are meaningless;
in the latter case, they can be crucial to get an ac-
curate skeletal mechanism. To prevent ill-defined co-
efficients from overriding meaningful ones, a scaling
factor αT is defined that quantifies the contribution
at a time t of each target T to the overall activity
of the system. For this, we write the element bal-
ance resulting from chemical reactions as the differ-
ence of the contributions from reactions that consume
species containing a certain element and reactions
that produce species with this element. These pseudo-
production and consumption rates can be written as

(16)Pa =
∑

all species S

Na,S max(0,PS − CS)

and

(17)Ca =
∑

all species S

Na,S max(0,CS − PS).

In these equations, a refers to different elements
present in the system (C, H, O, and N for conven-
tional hydrocarbon combustion), Na,S is the number
of atoms a in species S, and PS , and CS are the
production and consumption rates respectively of any
species S. At each time, Pa −Ca = 0. The scaling co-
efficient associated with a specific atom a and target
T is defined as

(18)αa,T (t) = Na,T |PT − CT |
Pa

,

and the global normalized scaling coefficient is

(19)αT (t) = max
all atoms a

αa,T (t)

maxt αa,T (t)
.

This scaling coefficient is unity when the target con-
tributes to its maximum to the exchange of atoms
between species, and zero when, for instance, the
species mass fraction is constant, at chemical equilib-
rium, or when the target has been consumed entirely.
To give an example, let us consider the rich homoge-
neous ignition of CO in air: as sole provider of carbon
atoms, the fuel will have a scaling coefficient equal
to unity, as long as it is consumed actively. When
oxygen has disappeared, the fuel reaches a plateau,
and its scaling coefficient rapidly decreases to zero.
Such a scaling naturally overcomes problems of loss
of significant digits, which happens at chemical equi-
librium, as pointed by Lu and Law [25], and smoothes
out the artificially large coefficients often encountered
at early times, when some species are marginally pro-
duced through negligible paths.

Finally, the importance of a species S given a set
of targets {T } and a set of sample points {D} is quan-
tified by a single parameter defined as

(20)RS = max
T ∈{T }
k∈{D}

(αT ,kRT S,k).

The maximum norm has been selected for its univer-
sality over different physical conditions and targets.
Species associated with the smallest coefficients RS

are removed first and these coefficients are periodi-
cally reevaluated during the reduction procedure to
take advantage of the group-based direct interaction
coefficients.

3.1.3. Integrity check
Every intermediate species in a skeletal mecha-

nism must have at least one production and one con-
sumption path. During the DRGEP reduction process,
some species might fail this requirement, especially
for high reduction ratios in the context of complex,
highly nonlinear kinetic schemes. Two basic observa-
tions can be made. In a closed system, any intermedi-
ate species that is not produced any more remains at
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its initial zero concentration and can be removed from
the mechanism. On the other hand, if a species is pro-
duced, but not consumed anymore, it creates a sink
of mass that may impact greatly the final concentra-
tion of the products. This complex nonlinear behavior
cannot be detected by a method based solely on the
analysis of the detailed production rates. That is why
a simple algorithm has been designed to prevent these
situations from occurring. A list of species, sorted by
order of importance for the targets, is first obtained
by computing the DRGEP coefficients using Eq. (4).
Then this list is slightly modified so that, for any value
of the cutoff parameter, the group of species kept in
the skeletal mechanism forms a consistent chemical
scheme with no truncated paths. The reordering pro-
ceeds as follows.

Species are moved to the set of removed species
one after the other, starting from the less important
ones. For each candidate species A to be removed,
the integrated production and consumption rates of
the species Si directly linked to A are reevaluated us-
ing the detailed data by setting the contribution from
species A to zero. If the integrated production rate of
Si is less than a percent of its detailed value, that is,
Si is virtually not produced anymore, Si is linked to
species A, and the two-species group is assigned the
DRGEP coefficient of species A. If any one of the
species in the group is removed, the rest of the group
is removed as well. A similar grouping procedure is
adopted when Si is not consumed anymore, except
that the {Si,A} group is assigned the larger DRGEP
coefficient RSi

; that is, the group is moved up in the
ordered list.

During the reordering sweep, DRGEP coefficients
are recomputed regularly using the group-based defi-
nition given in Eq. (10). All the computations during
this stage are based solely on the detailed data; no re-
duced solution is computed. The list of individual and
indivisible groups of species obtained at the end of
the integrity check is used to evaluate skeletal mech-
anisms of various sizes to get the shortest mechanism
satisfying the accuracy requirements.

3.1.4. Theoretical examples
The applicability of the directed relation graph

method has been extensively reviewed by Lu and
Law [25]. A number of generic cases including quasi-
steady-state, partial equilibrium, and dormant mode
problems were analyzed in detail using DRG. The
present error propagation method leads to similar,
equally good conclusions for these cases, which can
be demonstrated very easily. This will be shown here
in two examples. The first one considers an artificial
reaction mechanism in which an intermediate species

is in quasi-steady state:

(R1) F → R, ω1 = 1 · [F ],
(R2) R → P, ω2 = 103 · [R],

(21)(R3) R → P ′, ω3 = 1 · [R].
The rates of the reactions were evaluated in [25] as
ω2 ≈ ω1 and ω3 = ω2/103. The direct interaction co-
efficients defined by Eq. (4) are

rFR = ω1
max(PF ,CF )

= ω1
ω1

= 1,

rRF = ω1
max(PR,CR)

= ω1
ω1

= 1;

rRP = ω2
max(PR,CR)

= ω2
ω1

= 1,

rPR = ω2
max(PP ,CP )

= ω2
ω2

= 1;

rRP ′ = ω3
max(PR,CR)

= ω3
ω1

≈ 10−3,

(22)rP ′R = ω3
max(PP ′ ,CP ′)

= ω3
ω3

= 1.

If species F is the target, the corresponding DRGEP
coefficients are obtained straightforwardly:

RFR = rFR = 1,

RFP = rFR · rRP = 1,

(23)RFP ′ = rFR · rRP ′ ≈ 10−3.

The right conclusion can be derived from these coef-
ficients; that is, species P ′ can be safely removed; it
will not introduce a large error in the prediction of F .
But both R and P should be kept in the mechanism.

Another case of interest is the rapid conversion
of a reactant into a product through a succession of
quasi-steady-state intermediates. This case was han-
dled correctly by the DRG method, but not by the
error propagation method presented in [26]. Let us
consider a path from a fuel F to a product P that goes
through several intermediate species R1 to Rn, as de-
picted in the following mechanism:

F
k0=1
ω0

R1
k1=1/ε

ω1
R2

k2=1/ε
ω2

· · ·

(24)
kn−1=1/ε

ωn−1
Rn

kn=1/ε
ωn

P .

The rate-limiting step is the first reaction, and the re-
maining reactions are fast, so that all species Ri,i=1,n

can be considered as in quasi-steady state. Thus, the
rates of all reactions appearing in the mechanism (24)
are approximately equal:

(25)ω0 ≈ ω1 ≈ · · · ≈ ωn ≈ ω.

As a species Ri is produced only by Ri−1, and
is consumed to produce one single species Ri+1,
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Fig. 3. Direct interaction coefficients between species involved in mechanism (24).

max(ωi ,ωi−1) = ω, and all direct interaction coeffi-
cients rRiRi±1 are unity. Fig. 3 shows the correspond-
ing relation graph.

From this figure, the effect of the fuel F on the
product P described by the DRGEP coefficient RPF

is

(26)RPF = rPRn
· rRnRn−1 · · · · · rR2R1 · rR1F ≈ 1.

The importance of F to P , as the only source of
production for P , is recovered thanks to the more
appropriate definition of the direct interaction coef-
ficients. Thus, in this example, if P is the target, no
species can be removed, as removing the fuel or any
intermediate species would introduce a 100% error
into the prediction of the product P .

3.2. Selection of reactions

Removing species decreases the number of differ-
ential equations that have to be solved, and, since the
computational time scales as the square of the number
of species, this is the most efficient way to speed up
numerical simulations. However, the computational
time also depends on the number of reactions, which
can be significant. In addition, as mentioned before,
the elimination of elementary reactions renders the in-
troduction of steady state species more efficient. The
first step of reduction provides the set of species that
have to be kept in the system to achieve the desired ac-
curacy. Thus, the resulting mechanism is made up of
all reactions among those species. However, not all re-
actions are necessary for an accurate representation of
the original dynamic system. Specifically, the impor-
tance of a reaction depends on the contribution to the
involved species and the importance of those species
for the targets. This information is used to identify re-
actions that have minimal impact on the targets, and
thus can be removed safely. For this stage, backward
and forward reactions are considered as being inde-
pendent from one another.

A strategy similar to the one used for species
selection is adopted here. The direct interaction coef-
ficient between a species A and a reaction ri is written
as

(27)rAri ≡ |νi,Aωi |
max(PA,CA)

.

Then the impact of removing reaction ri on a given
target T is evaluated through error propagation using

the DRGEP coefficients for the species, as

(28)RT ri ≡ max
S∈{S}

(RT SrSri ),

where {S} refers here to the set of species present in
the mechanism. The reactions are sorted by increasing
order of importance using the single parameter

(29)Rri = max
T ∈{T }
k∈{D}

(αT ,kRT ri ,k).

Equations (27) and (28) are extended easily to take
into account the set of already discarded reactions, as
is done for species in Eq. (10). The coefficients Rri
are recomputed regularly to take advantage of these
group-based coefficients. An integrity check is per-
formed during the reaction reduction to ensure that
every species remaining in the mechanism retains at
least one major production and one major consump-
tion path for the physical conditions considered in
the reduction. The species are represented more or
less accurately depending on their own global impor-
tance for the targets. An additional limited number of
species might be removed during the reaction reduc-
tion when high reduction ratios are reached.

3.3. QSS species selection

To additionally increase the speed-up of the re-
sulting skeletal mechanism, a straightforward strategy
is the introduction of quasi-steady-state assumptions
that replace part of the differential equations with
algebraic equations, which are much faster to eval-
uate. Several methods for systematically identifying
suitable QSS species can be found in the literature
[29,30]. In the present work, a steady state parame-
ter based on lifetime analysis has been chosen, which
is very similar to the level of importance (LOI) crite-
rion presented in [30,31]. Because of the number of
cases and the typical size of the skeletal mechanisms
obtained after the DRGEP reduction, sensitivity coef-
ficients are still very expensive to compute. On the
other hand, scaled, time-dependent DRGEP coeffi-
cients are readily available and are used in place of
sensitivity coefficients. The steady state parameter Q

can be expressed as

(30)QS(t) = αT RT S [S]θS,

where

(31)θS = −
[

∂(PS − CS)

∂[S]

]−1
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is a measure of the life time of species S and [S] is
its concentration. As suggested in [30,31], the species
with small Q values for all cases can be set in steady
state. For simplicity, only linear coupling between
steady state species is allowed, so that explicit expres-
sions can be written automatically for direct use in a
combustion code. Still, the application of steady state
assumptions for nonlinearly coupled species can of-
ten lead to very good results, especially since recent
work has focused on the optimization of the extra cost
associated with the evaluation of the nonlinear quasi-
steady state equations [32].

3.4. Error measure

As Valorani et al. [24] noticed, a meaningful er-
ror measure is a crucial, yet often ill-defined quantity
for temporally or spatially unbounded problems. For
instance, in the case of homogeneous ignition, the rel-
ative error in ignition delay time is not a monotonic
function of the size of the skeletal mechanism, and a
small error in ignition timing does not mean that the
skeletal mechanism reproduces the dynamics of the
detailed mechanism accurately. Moreover, evaluating
the error made on intermediate species is nontrivial.
The most commonly used approach is to shift the
skeletal solution so that some important parameter
matches before computing a normalized integral of
the difference between both solutions. For temporally
or spatially unbounded cases, however, this integral
depends on the length of the domain, which can vary
when the mechanism is reduced.

To remedy those problems, a more efficient ap-
proach has been proposed in [24], which consists in
computing this error in phase space. This implies find-
ing a well-behaved mapping variable that uniquely
parameterizes both detailed and skeletal solutions. To
get meaningful measures, this variable needs to be in-
dependent from the quantities whose error is needed,
vary smoothly between two fixed values, and be non-
constant over the domain of interest. In [24], the
fuel is used as independent coordinate. This trans-
formation is adequate as long as the fuel is actively
consumed, but is singular elsewhere. As a result, in ig-
nition simulations, for example, intermediate species,
or even products whose production occurs later in the
ignition process, are not well represented in phase
space, and a major contribution of the error is missing.
Moreover, this mapping cannot be used to evaluate the
error made in fuel concentration itself.

In this work, a systematic way of measuring errors
for temporally or spatially unbounded cases, such as
homogeneous reactors or freely propagating flames,
has been designed that adapts the error measure to the
characteristics of the variables for which an error has
to be computed. Global parameters such as burning

velocities or ignition delay times are compared using
relative differences:

(32)EG =
∣∣∣∣
Gdet − Gred

Gdet

∣∣∣∣.

Species are divided into two distinct subsets. The
first subset includes any species whose contribution
to the mixture at chemical equilibrium is negligible,
namely all reactants and intermediates. For this type
of variable, the integrated error with respect to a com-
mon progress variable YC is applicable. The progress
variable is formed based on the major products ob-
tained in the simulation. When this progress variable
is well chosen, it stretches the ignition zone, where
most of the changes occur, and is well-defined during
the early stages, thanks to the early release of some of
the combustion products, such as H2O. The species
used to define the progress variable and the minor
products form the second subset.

A major issue of error estimation based on a
change of coordinate is that the error of species used
for the progress variable, or even products that be-
have like the progress variable, cannot be estimated
in the same way as the intermediates, as the map-
ping coordinate cannot be assumed to be independent
anymore. A first meaningful quantity to compare is
the value of the variable at chemical equilibrium.
To appraise the differences in the formation of the
products, the integrated error between detailed and
reduced solution in terms of the spatial or temporal
coordinate is used. In an effort to remove any ambi-
guity, however, the reduced solution is rescaled twice:
in amplitude, to recover the same chemical equilib-
rium, and in time, to get the same characteristic time
scale τ , ignition time or 95% of total fuel consump-
tion, for instance. Combined with the relative error in
the chemical equilibrium, this error measure provides
direct information on the number of changes intro-
duced in the skeletal model. In this work, any relative
error larger than 100%, indicating very bad agreement
between detailed and reduced solutions, is clipped to
100%. For ignition delay time, for example, 100% er-
ror means either that the relative difference between
the detailed and reduced solution is larger than 100%,
or that no ignition occurs when using the reduced
scheme.

4. Practical examples

4.1. Validation of the error propagation assumption

Before applying the above reduction methodology,
it is necessary to appraise the validity of the error
propagation assumption in the DRGEP method. This
assumption states that the effect on a target introduced
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Fig. 4. Correlation between the error introduced in the fuel
prediction and the species coefficients RIC8 S obtained with
or without error propagation during the isochoric, adiabatic
autoignition of a stoichiometric mixture of iso-octane and air
at 13 bar and 1000 K.

by the removal of a species can be approximated
through geometric damping along the directed rela-
tion graph, from the target to the removed species.
This can be written as

(33)ET ∝ RT S,

where ET is the error between the prediction of the
target using the detailed and skeletal mechanisms,
and RT S measures the importance of a species S

with respect to the target, as defined by Eqs. (4) and
(15). This proportionality can be verified a posteriori
using a practical case. The case was chosen ran-
domly among the numerous conditions used for the
reduction of the LLNL iso-octane mechanism. The
coefficients RT S were computed for the adiabatic,
isochoric autoignition of a stoichiometric mixture of
iso-octane and air at 13 bar and 1000 K, with iso-
octane as the only target. Then, the error introduced in
the prediction of iso-octane by removing each species
individually was computed using the integrated error
measure introduced in Section 3.4. The progress vari-
able YC for this case is the sum of CO, CO2, and H2O
mass fractions.

Fig. 4 shows the correlation between this error
and the computed coefficients obtained using error
propagation. For comparison, the correlation between
the error and the coefficients obtained without error
propagation is also shown in the same figure. These
coefficients are obtained using the definition for rAB

from Eq. (4) and the DRG selection method used by
Lu and Law (Eq. (13)). The solid line represents the

optimal case, that is, a hypothetical parameter whose
value would be exactly equal to the error introduced
if the species were removed.

Several comments can be made at this point. First,
a very small error, on the order of 10−7, is introduced
systematically due to numerics and grid resolution.
This accounts for the asymptote observed in Fig. 4 for
relatively small R coefficients. The coefficients ob-
tained using error propagation are smaller than those
obtained without propagation, as geometric damp-
ing is used to evaluate them. The errors introduced
by removing individual species correlate extremely
well with the error propagation coefficients, with a
small scatter in the data, whereas the correlation is
not as obvious when the DRG selection procedure
is used. Fig. 4 also shows that the error propaga-
tion method leads to an order unity coefficient in
Eq. (33), while the original DRG method does not.
This means that the importance coefficients evalu-
ated by DRGEP are a direct measure for the error in
the resulting mechanism. However, a more detailed
analysis is needed here to appraise the performances
of both methods.

For a given value Rref
IC8 S of the selection para-

meter, the species can be divided into three groups.
The first group contains the species whose coeffi-
cients are smaller than Rref

IC8 S. These species are
labeled “identified minor” species. Errmax

I-C8H18
is de-

fined as the maximum error introduced by one of
the identified minor species. It is important to note
that Errmax

I-C8H18
is different from the error obtained

when removing the whole minor species group, as
the system is highly non-linear. This issue is dealt
with using the group-based coefficient technique that
will be validated in the next section. The remain-
ing species, for which R > Rref

IC8 S, are divided into
two further groups: the species that introduce an error
larger than Errmax

I-C8H18
, and those introducing a smaller

error. The latter species are labeled “nonidentified mi-
nor” species, as they could have been included in
the minor species set without increasing the maxi-
mum individual error Errmax

I-C8H18
. These subdivisions

are detailed in Fig. 5a, that is a close-up view of
Fig. 4.

A good selection parameter limits the number of
nonidentified minor species as much as possible, to
ensure that for a given value of the cutoff parameter,
the maximum number of species is selected, introduc-
ing the smallest possible error. This efficiency can be
quantified by the ratio between the number of iden-
tified minor species and the number of species that
should have been identified as minor, that is, the total
number of identified and nonidentified minor species.
Using Fig. 5a as an example, this means compar-
ing the number of species contained in the lower left
quadrant to the number of species in the lower half
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(a)

(b)

Fig. 5. Validation of the error propagation assumption.
(a) Close-up view of Fig. 4. (b) Selection of minor species.
Comparison between DRG selection and error propagation
selection.

of the graph, for an increasing value of the cutoff pa-
rameter RIC8 S, that is, for an increasing number of
species identified as minor.

The results are shown in Fig. 5b. The optimal
case corresponds to a constant value of 100%, as
all the species that can be classified as minor are
identified. Also, an error-propagation-based selection
parameter clearly is more efficient than the stan-
dard DRG selection. This result can be interpreted in
two ways. The first one is that for a given number
of species selected as minor, the maximum individ-
ual error over those species is larger when DRG
is used than when the error propagation method is
used. Or conversely, for a given maximum error, more

Fig. 6. Iso-octane autoignition at low temperature. Evolution
of the error in ignition delay time (lines with symbols) and
final mass fraction of CO (plain lines) when the group-based
coefficients and the integrity check algorithm are used (open
symbols, dashed lines) or not (filled symbols, solid lines).

species introducing an error smaller than this maxi-
mum are identified using error propagation than using
DRG.

This analysis shows that the error propagation as-
sumption can be considered as valid and appropriate,
and represents a significant improvement over the
species selection presented in earlier work [21,25].

4.2. Efficiency of group-based coefficients and
integrity check

The efficiency of the group-based coefficients and
the integrity check is illustrated next. The detailed
mechanism for iso-octane oxidation from LLNL [33]
is reduced for a single initial physical condition, the
homogeneous, adiabatic autoignition at constant vol-
ume of a stoichiometric mixture of iso-octane and air
at an initial pressure of 13 bar and an initial temper-
ature of 625 K. The targets are fuel, CO, CO2, and
temperature. Fig. 6 shows the evolution of the error
in ignition delay time and in the final mass fraction of
carbon monoxide as function of the number of species
kept in the skeletal mechanism.

When the definition of Eq. (4) is used, the er-
ror in the final mass fraction of CO in the system
quickly reaches a few percent and keeps increasing.
This is due to truncated chemical paths appearing
as species are removed. Carbon mass accumulates in
large quantities in intermediate species, which shifts
considerably the chemical equilibrium of the system.
When group-based coefficients and integrity check
are included in the reduction process (the coefficients
are recomputed once every 50 species removed), the
error in the final mass fraction of CO remains ex-
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Fig. 7. Iso-octane autoignition. Evolution of the maximum
(symbols) and average (lines) errors on ignition delay time
(bold line, filled circles), first-stage ignition delay time (thin
line, open circles), and fuel profile (dashed line, plus signs)
as function of the number of species during the reduction of
the iso-octane mechanism. The dash–dotted line represents
the error of the final value of the progress variable YC. Dot-
ted vertical bars indicate the sizes of the skeletal mechanisms
used in the comparison shown in Fig. 8.

tremely small and the error in ignition delay time is
improved considerably.

4.3. Iso-octane autoignition

To demonstrate the full capabilities of the DRGEP
method, the same very large mechanism for iso-
octane oxidation [33] is reduced for adiabatic auto-
ignition at constant volume in a large range of ini-
tial conditions relevant for engine-related applications
(ignition delay times less than 1 s). The initial condi-
tions include equivalence ratios between 0.5 and 2,
pressures between 1 and 40 bar, and temperatures
between 600 and 1500 K. The detailed mechanism
comprises 850 species and 7212 reactions. Targets for
the reduction are fuel i-C8H18, major products CO
and CO2, and temperature. The DRGEP coefficients
for temperature are evaluated using heat release data.
The error in ignition delay time, first-stage ignition
delay time, and the maximum error in the final value
of the major products appearing in the definition of
the progress variable YC are shown as functions of
the number of species kept in the skeletal mechanism
in Fig. 7. The progress variable is case-dependent and
includes the major products of the simulation, so that
it contains at least 90% of the carbon, oxygen, and hy-
drogen mass present in the system. Usually, CO2 and
H2O are used, with CO and H2 added when needed.

Overall, errors are increasing monotonically as the
number of species is reduced. Error in the progress
variables is everywhere small enough to neglect any

Fig. 8. Comparison of ignition times obtained with the de-
tailed iso-octane mechanism and skeletal mechanisms of
various sizes.

effect on the change of coordinates for the detailed
and skeletal mechanisms. Fig. 8 shows a compari-
son of the ignition delay time over a wide range of
temperature and pressure for stoichiometric mixtures
for several sizes of the skeletal mechanism, namely
234, 196, 138, and 129 species. For clarity, vertical
bars have been added at the corresponding abscissas
in Fig. 6. The 234- and 196-species mechanisms cor-
respond to the smallest mechanisms with a maximum
error of less than 5% and 15%, respectively; the 138-
species mechanism is the smallest mechanism with an
average error of less than 15%, and the 129-species
mechanism is the smallest mechanism for which igni-
tion occurs at all, even if not accurate, for all cases in
the mechanism.

It can be seen that the high- and low-temperature
regions are reproduced very well, even for very small
mechanisms. However, the negative temperature co-
efficient region, which is the most sensitive to pertur-
bations, concentrates the largest errors.

The total number of species kept for the first stage
of reduction is chosen so that the maximum error
over all targets is about 15%, which corresponds to
196 remaining species and 1762 remaining reactions,
forward and backward counted separately. Following
this first step of reduction and with the same accuracy
requirement, additional non-necessary reactions are
removed, and the resulting skeletal mechanism com-
prises 195 species and 802 reactions.

The final stage of reduction aims to identify
species that can be set in steady state. The values
for the steady state parameter Q are computed for
all cases and targets using Eq. (30) and used to iden-
tify suitable candidates. To assess the potential of the
method, the actual error on the final temperature is
computed for a selected set of cases when setting
species to steady state one after the other. This er-
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Fig. 9. Maximum error in ignition delay time against the
steady state parameter Q of each species when set in steady
state over the specified range of initial conditions used for
the reduction of the iso-octane mechanism.

Table 1
Maximum and average errors for various skeletal and re-
duced mechanisms for initial conditions with pressures be-
tween 1 and 40 bar, equivalence ratios between 0.5 and 2,
and temperatures between 600 and 1500 K

NSpecies NReactions NQSS species Maximum
error (%)

Average
error (%)

196 1762 0 15.89 6.02
195 802 0 14.96 5.55
100 802 95 15.28 6.13

ror is correlated with the corresponding value of Q

for the species. Results are presented in Fig. 9.
A very small error, of order 10−5, is introduced

systematically, that is, due to numerics and grid reso-
lution. A clear trend is observed, with species having
small Q values introducing comparatively smaller er-
ror than species with large Q values. For example, a
cutoff value of Q = 10−12.25 identifies correctly 80
out of 83, that is, 96% of the species introducing less
than 0.2% error in ignition delay time when set in
steady state. As mentioned above, species introducing
quadratic coupling in the QSS equations are removed
from the selected set. Among the 195 present species,
a total of 95 species are identified as good candidates,
so that no quadratic coupling is introduced in the alge-
braic system. The algebraic equations are decoupled
and written explicitly by reordering the QSS species
and solving the few small coupled sets using exact
Gauss pivoting, following an approach similar to that
presented by Lu and Law [34].

The maximum and average errors over the desired
domain of applicability obtained using the skeletal
mechanism at its various stages of reduction are sum-
marized in Table 1.

Fig. 10. Performance of the iso-octane mechanism obtained
at the end of the reduction procedure: comparison between
the detailed (solid line) and reduced (circles) mechanisms
along with experimental data (filled symbols from Fieweger
et al. [36], open symbols from Hanson and co-workers [35]).

The comparison between the ignition delay times
obtained over the same parameter range using the
detailed and the reduced mechanisms is shown in
Fig. 10, along with experimental shock tube data
[35,36].

The reduced mechanism reproduces correctly the
detailed ignition behavior, with differences that are
negligible compared to the discrepancies with exper-
imental data, even for very long ignition delay times
that were not included in the reduction procedure.

5. Conclusion

An error propagation method has been proposed
and evaluated for the systematic and fully automatic
reduction of large kinetic mechanisms. Coupled with
a directed relation graph method, the technique al-
lows a finer selection of the chemical paths important
for a set of targets. Adequate scaling and consistency
checks have been introduced that greatly enhance
the efficiency of the reduction procedure. An addi-
tional module that identifies suitable quasi-steady-
state species and that automatically produces effi-
cient QSS equation evaluation code has been added.
As an example, a 195-species skeletal and a 100-
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species reduced mechanism for iso-octane autoigni-
tion have been extracted from a 850-species detailed
mechanism while introducing overall small errors in
fuel consumption, product concentrations, and igni-
tion delay times.
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